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Fig: 

Figure : Time evolution of the galaxy merger used as initial data (Khan 

et al., 2016). Each galaxy contains a SMBH particle, with masses m1 = 

3x 108   and  m2 = 8x 107  solar masses, respectively.  

Figure : Cumulative energy change as a function of specific energy 

change of the interacting stars. The energy change of the stars we 

identify completely accounts for the total energy change of the SMBH 

binary, given in green (Avramov et al., 2020, in prep. ) 

Figure : Distribution of the orbital inclination of the stars, as a function of 

pericenter normalized to the SMBH binary semi-major axis. The stellar 

orbits are mostly prograde, while the retrograde interactions need to 

come much closer to the SMBH binary (Avramov et al., 2020, in prep.). 

Figure : Performance results of the hybrid version of 

(see right column, method section)  as a function of particle 

number, using 2 NVIDIA GeForce 2080 Ti devices.  Different lines 

correspond  to different percentage of particles integrated in a 

direct way.  

 Figure: Position of the Black Holes from the density center in the 

DRAGON models up to 12 Gyr.   

Figure: Our test model “soft” scaling. Here we also plot the ~N and 
~N2 dependences. As we can see our model data for larger N are 
asymptotically come to the ~N “ideal” soft scaling line.  

Figure: The current nbody6++gpu performance results on the 
JUWELS clusters. The computing nodes of the cluster are equipped 
with the recent NVIDIA Tesla V100 GPU accelerators. The initial 
conditions was a test Plummer sphere, without any primordial 
binaries. The plot shows the so call “hard” scaling of the simulations. 
Running time versus MPI process (=GPU’s) numbers for different 
fixed particles numbers.  

 Figure: JUWELS  GPU accelerated Supercomputer of NIC/RZG  

(left); Laohu GPU accelerated Supercomputer at NAOC 

Beijing (right) 

 

 Figure: Spectrogram of Gravitational Waves emitted 

from a merging binary black hole in one of our star 

cluster simulations; to be compared with LIGO 

observations (Assmann et al. 2018). 

Collaborators: Long Wang, Thijs MBN Kouwenhoven, 
Thorsten Naab, Mirek Giersz, Abbas Askar 

We have analyzed the formation and evolution of stellar mass 

black hole subsystems in the DRAGON and further simulations 

done on the JUWELS system. The figures below show the 

spatial distribution of black holes, and the gravitational wave 

emission of one merger event. These merger events would 

show up as signals in the LIGO/Virgo gravitational wave 

detectors. 

Dynamical Evolution of Dense Star Clusters with  

and without central black holes 

 

Computing Facilities used: FZ Jülich JUWELS/JURECA, and 

also Max-Planck Hydra Cluster, and Laohu cluster at NAOC/CAS 

in Beijing, right picture down 

.   


