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OpenGeoSys: High-Performance-Computing

OpenGeoSys

OpenGeoSys (OGS) is a scientific open source software for the devel-
opment of numerical methods for the simulation of coupled thermo-
hydro-mechanical-chemical (THMC) processes in porous and fractured
media. OGS is fully parallelized using the distributed memory pro-
gramming approach MPI (message passing interface).

All parts of OGS-6 are parallelized

‚ Input (reading project data, read Ωk)

‚ Time loop:

- Preprocessing (possible data exchange)

- Nonlinear solver (Picard / Newton)

- Assembly (staggered, monolithic)
- Linear solver (PETSc)

- Postprocessing
(secondary variable calculation, data exchange)

‚ Output

Results for newly implemented XDMF/HDF5 I/O

Simulation of a German groundwater flow process model
‚ model with 141 767 584 nodes / 212 491 596 elements in the
mesh, process variable pressure, simulation using 192 cores

‚ Before: I/O was a bottleneck

‚ Comparison of VTU algorithm with newly implemented
XDMF/HDF5 algorithm

HPC Concept
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HPC Applications

German Part of Danube Catchment

Groundwater Flow Model

‚ 22 stratigraphic layers

‚ Extent: 419 km west-east, 310 km north-south

HPC Model

‚ mesh: 6 259 100 nodes / 10 918 250 elements

‚ Transient simulation (853 timesteps with sizes
of 262 800 s)

‚ Parallel simulation with 48 cores: 43min

‚ Parallel simulation with 96 cores: 21min

‚ Parallel simulation with 144 cores: 14min

‚ Parallel simulation with 192 cores: 12min

0 200 400 600 800

0.2

0.3

0.4

0.5

0.6

0.7

ou
tp

ut
 ti

m
e 

[s
]

cores = 48

0 200 400 600 800

cores = 96

0 200 400 600 800

cores = 144

0 200 400 600 800

cores = 192

0 200 400 600 800
time step

0.5

1.0

1.5

2.0

2.5

tim
e 

fo
r s

ol
vi

ng
 ti

m
e 

st
ep

 [s
]

0 200 400 600 800
time step

0 200 400 600 800
time step

0 200 400 600 800
time step

First Test Results of Baseflow Analysis

‚ Colors at surface symbolize the amount of recharge

‚ Blue bars: positive volumetric flaw rate: groundwater feeds the river

‚ Brown bars: negative volumetric flow rate: river feeds the groundwater

Clay–rock fracturing risk assessment under high gas pressures

Crack Modeling using Phase Field

‚ The variational phase-field model was used to
model fractures in clay due to high gas pressures

‚ Gaussian Proxy for the fracture risk was devel-
oped based on the time it took for the fracture
to reach a length of 1 m

‚ Proxy Model was then used for parameter esti-
mation and to analyze the fracture risk in terms
of sensitivity indices

HPC

‚ Python workflow ran in JupyterLab on
JUWELS allowing for direct analysis and sub-
sequent job submission

0.0 0.5 1.0 1.5 2.0
t / s 1e6

0

1

2

3

4

fra
ct

ur
e 

le
ng

th
 (m

)

Contact:
https://www.opengeosys.org

Thomas Fischer (thomas.fischer@ufz.de)
Helmholtz Centre of Environmental Re-
search - UFZ, Department Environmen-
tal Informatics
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