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•RNA structure prediction helps
researchers understand the function and
behavior of RNA molecules to aid the
development of RNA-based therapeutics
and synthetic biology applications. 
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•We develop a large language model trained
on abundant RNA sequence datasets and
use its representation for supervised tasks.

•Machine learning methods developed for
proteins are not directly transferable to
RNAs because of a large data gap.

We finetune this pre-trained model for three different downstream tasks: contact map prediction,
distance map prediction and secondary structure. Each task requires a different neural network
architecture and different objective functions.
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Pre-Training Dataset

Each nucleotide is treated as a token (word) and
each RNA sequence is like a sentence. BERT is
based on the masked language model (MLM), which
is trained to reconstruct the random masked parts of
a sequence based on the surrounding context. This
bidirectional context understanding helps BERT
capture rich contextual information. We believe that
by using this information in the form of embeddings
as input for supervised tasks, we can perform per-
nucleotide prediction tasks for which experimental
data is available.



BERTAttention Mechanism

INTRODUCTION
By this training the model captures interrelation
in the residues of an RNA sequence. This
information can then be finetuned for various
other tasks to generate contact maps, distance
maps, secondary structures and 3D structures
as well.

We construct a modified version of BERT, a
commonly used machine learning architecture.
Its input is an RNA sequence with some
residues or groups of residues masked and the
model has to learn to predict the masked parts
in an unsupervised manner.

RESULTS
We created our dataset using
NucleoSeeker for contact map
prediction and the dataset from
UFold for secondary structure
prediction.

With the help of this model, we
avoid the step of MSA creation
and directly predict structural
properties from the sequence.

We start with distance map
prediction, where distances are
binned into 20 classes. Later,
these distance classes are used
for contact map prediction as
well.

Secondary structure module is
trained on WUSS notation of
each sequence in the training
dataset

Performance of
NucleicBERT on

Contact
Prediction

Attention Mechanism

BERT (Bidirectional Encoder
Representations from
Transformers) captures
context bidirectionally,
providing a deeper
understanding of sequence
interactions.

GPT (Generative Pre-trained
Transformer) processes
sequences unidirectionally,
generating predictions from left
to right.
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