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The BBC Microcomputer (1982)
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ARM development
• Instruction set

– Sophie Wilson
• BBC Basic

reference model
– 808 lines of code

• it’s that simple!
• Instruction set

validation suite
– software team

• Block specs
– implemented by VLSI

group
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First ARM chip: 26th April 1985
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ARM design team advantages
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(according to Acorn founder, Hermann Hauser)

– No people
• small team meant simplicity

in design was an absolute
requirement

– No money
• everything was done in-house

using simple, familiar
home-grown tools
– apart from VLSI design tools



1990: ARM Limited
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• Acorn’s market was too small to 
support ARM development

• Apple wanted ARM for the Newton
• Joint Venture set up (with Apple & 

VLSI Technology) in November 1990



ARM Limited
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• Systems-on-Chip
– SoCs took off in the early 1990s

– ARM’s simplicity
• led to low power and small size

– leaving room for other components

• important features in early SoCs
– where chip area and power were at a 

premium

• 2023: 250 billion ARM-powered chips shipped
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200 years ago…

• Ada Lovelace, b. 10 Dec. 1815

"I have my hopes, and very distinct 
ones too, of one day getting cerebral 
phenomena such that I can put them 
into mathematical equations--in short, 
a law or laws for the mutual actions of 
the molecules of brain. …. I hope to 
bequeath to the generations a calculus 
of the nervous system.” 
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70 years ago…
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Neuromorphic Computing

Carver Mead
Caltech, 1980s
• observed analogy

between ion channels
in neurons and sub-threshold analogue 
transistor behaviour
• neuromorphic touch, hearing & vision 

sensors
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Neuromorphic 
Computing

• Neuromorphic Machines

• Algorithms and 
Architectures for 
Neuromorphic Computing
• Theory
• Applications

The Human Brain Project



The HBP Neuromorphic Computing Strategy
Next generation of NMC is more biology driven

1st generation SpiNNaker-1 Machine

Many-core system
1 Million ARM cores
Real-time simulator

1st generation BrainScaleS-1 Machine

Physical model system
4M neurons, 1B plastic syn.

Accelerated emulator

Towards 2nd generation SpiNNaker-2

152 Cortex M4F per chip
36 GIPS/Watt per chip

x10 with constant power

Towards 2nd generation BrainScaleS-2

On-chip plasticity processors
Flexible hybrid plasticity

Active dendrites

Common software ecosystem, remote access, open user facility
Co-designed with (theoretical) neuroscience

Designed and built from the transistor up !

Physical modeEMULATION

Many-core 

Architecture

SIMULATION
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Neuromorphic systems worldwide

Many-core (ARM) architecture
Optimized spike

communication network
Programmable local learning

x0.01 real-time to x10 real-time

Full-custom-digital neural circuits
No local learning (TrueNorth)

Programmable local learning (Loihi)
Exploit economy of scale

x0.01 real-time to x100 real-time

Analog neural cores
Digital spike communication

Biological local learning
Programmable local learning
x10.000 to x1000 real-time

TrueNorth

Biological realism

Loihi

Ease of use



Bio-inspiration

• Can massively-parallel computing resources 
accelerate our understanding of brain 
function?

• Can our growing understanding of brain 
function point the way to more efficient 
parallel, fault-tolerant computation?
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SpiNNaker project
• A million ARM 

processors in one 
computer

• Able to model about 1% 
of the human brain…

• …or 10 mice!
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SpiNNaker system
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SpiNNaker chip

Multi-chip 
packaging by 

UNISEM
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Chip resources
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SpiNNaker machines
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SpiNNaker chip
(18 ARM cores)

SpiNNaker board
(864 ARM cores)

SpiNNaker racks
(1M ARM cores)

• HBP platform
– 1M cores
– 11 cabinets (including server)

• Launch 30 March 2016
– then 500k cores
– ~450 remote users
– 5M SpiNNaker jobs run



Multicast routing
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High-level software flow
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SpiNNaker machines
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Cortical microcircuit

S.J. van Albada, A.G. Rowley, A. Stokes, J. Senk, M. Hopkins, M. Schmidt, D.R. 
Lester, M. Diesmann, S.B. Furber, “Performance comparison of the digital 
neuromorphic hardware SpiNNaker and the Neural network simulation 
software NEST for a full-scale cortical microcircuit model”, Frontiers 2018.

• Realtime execution of cortical model
• 1mm2 cortex

• 77k neurons
• 285M synapses
• 0.1 ms time-step

• Best previous  versions of this model
• HPC: 3x slow-down
• GPU: 2x slow-down

• Will scale to 100mm2 without slow-down
• on current machine, simply by using more boards

Feed-
forward 
input

Feedback 
input

Feed-
forward 

output

Feedback 
output

Oliver Rhodes, Luca Peres, Andrew G. Rowley, Andrew Gait, Luis A. Plana, 
Christian Brenninkmeijer & Steve.B. Furber, “Real-time cortical simulation on 
neuromorphic hardware”, Phil Trans Roy Soc A, December 2019.



SpiNNaker2
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• 152 ARM-based
processing elements

• 4 GByte DRAM

• 7 energy-efficient
chip-to-chip links

• 10x SpiNNaker1

• co-developed with
TU Dresden



SpiNNaker2 chip overview
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• 152 ARM-based
processing
elements (PEs)

• 4 GByte LPDDR4 
DRAM

• 7 energy efficient
chip-to-chip links



SpiNNaker2 Processing Element
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Dynamic Power Management for 
enhanced energy efficiency

Neuromorphic accelerators and 
random generators for synapse 
and neuron computation 

Multiply-Accumulate accelerator 
for machine learning

Network-on-Chip for efficient 
spike communication

Adaptive Body Biasing for 
energy efficient low voltage 
operation 

Memory sharing for flexible code, state 
and weight storage 
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Apple Silicon M1 (2020)

Moore’s Law (1965):
• The number of 

transistors on a chip 
doubles every ~2 years
– X 1,000 every 20 years
– X 1,000,000 in 40 years

• ARM1: 25,000 transistors
• M1: 16 billion transistors
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(die images roughly to scale)



~40 years of Moore’s Law

Feature size:
• ARM1: 3µm
• M1: 5nm

– ~1,000x smaller
– ~1,000,000x denser

NB: ~4 Silicon atoms per nm
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(die images roughly to scale)



~40 years of Moore’s Law

Performance:
• ARM1: 6 MHz, 32-bit
• M1: 3.2 GHz, 64-bit

– ~1,000x faster
– 8 ARM cores

• 4 performance
• 4 efficiency

• ~10,000x throughput
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(die images roughly to scale)



~40 years of Moore’s Law

Memory:
• ARM1: 4 Mbytes

– in 64 packages

• M1: 8/16 Gbytes
– In 2 packages

• ~1,000x memory size
• ~100,000x density
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The Call to ARMs
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How it started… How it’s going…



SpiNNaker book
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http://dx.doi.org/10.1561/9781680836523

• Open Access in PDF form (i.e. free!)
• $90 on paper

20 years in conception and 15 in construction, 
the SpiNNaker project has delivered the 
world’s largest neuromorphic computing 
platform incorporating over a million ARM 
mobile phone processors and capable of 
modelling spiking neural networks of the scale 
of a mouse brain in biological real time…


